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Abstract—Network pruning is a technique to minimize the number of
parameters of large neural networks. Network pruning can be performed
once or multiple times. One-shot network pruning is easy to reach the
required sparsity, but the corresponding accuracy drop may be unacceptable
with respect to different goals. On the other hand, iterative network pruning
trims and retrains the network iteratively to maintain the accuracy, but
suffering from the long runtime of this repetitive procedure. In this work,
we propose an efficient approach to network pruning by removing redundant
trainings. Experimental results show that our approach reduces 25% to
almost 60% of training time with comparable network accuracy as compared
to the state-of-the-art.

I. INTRODUCTION

The progression of cutting-edge technologies like Quantum Computing
[18], AI [3], [11], [29], and Approximate Computing [14], [16], [27]
signals a paradigm shift in our handling of complex computational
tasks. Deep Neural Networks (DNNs) related applications in AI have
become increasingly popular. However, the large size of DNN is still a
challenge for engineers when deploying DNNs on devices. A solution to
reducing the size of DNNs is network pruning [7]–[9], whose goal is to
eliminate components or weights from neural networks while preserving
the accuracy. To recover from the possible accuracy drop after pruning,
retraining plays an important role. Fine-tuning (FT) [8] is a conventional
method by retraining the pruned network with the minimum learning
rate used in the training schedule. Learning rate rewinding (LRW) [23]
adopts the training schedule of the original network based on the last few
epochs, and shows a better accuracy than fine-tuning. However, recent
research [15] shows that by using cyclical learning rate (CLR) [25], [26],
it outperforms previous techniques with a much better accuracy recovery.

Unfortunately, retraining techniques still suffer from a long runtime
when performing iterative pruning. This technique is capable of pre-
serving the accuracy, but performing the retraining process iteratively
is very time-consuming. One-shot pruning [8] is a faster method to
perform network pruning by setting the target sparsity and retraining
once. However, the accuracy loss might be a serious concern when setting
to a high sparsity.

[4] observed that pruning at most 20% weights from the network
per iteration balances efficiency with network accuracy. This method is
still used by recent research [15], [23] that seeks for better retraining
techniques. However, as better retraining techniques proposed, [4] can be
further improved since this method was not combined with those better
retraining techniques. By comparing the accuracy of pruned networks
retrained with FT [8] and CLR [26] separately, we found that the 20%
pruning ratio limit [4] is unnecessary when pruning at a low network
sparsity. We also observed that better retraining techniques can further
extend the pruning ratio in the first pruning iteration.

In this work, our pruning strategy focuses on unstructured pruning [8],
which is a network pruning technique that trims connections between
neurons only. To save time from the traditional iterative pruning, our
method reduces retraining time by extending the pruning ratio of the first
pruning iteration. Our experimental results show that network pruning
iterations of [4] at low sparsity can be combined into one step. After the
first iteration, we at most need two more iterations with small pruning
ratio to complete the process, where [4] usually needs 4 or 5 iterations
to reach high sparsity. Our method costs 25% to 60% time and is still
able to get comparable results as compared to [4].

II. PRELIMINARIES
A. Network Pruning

Network pruning can be classified into two categories – unstructured
pruning and structured pruning. Unstructured pruning [2], [8] removes the

This work is supported in part by the National Science and Technology Council
(Taiwan) under MOST 109-2221-E-007-082-MY2, MOST 111-2221-E-007-121,
MOST 111-2221-E-011-137-MY3, NSTC 112-2218-E-007-014, NSTC 112-2221-
E-007-106-MY2, NSTC 112-2221-E-007-108, NSTC 112-2425-H-007-002, and
NSTC 113-2425-H-007-004.

less important connections in the network, which is usually performed by
changing the weights to zero. Hence, it is also called weight pruning. The
result of unstructured pruning is a network with more sparse matrices. Al-
though the size of pruned network does not necessarily become smaller,
its computation can be accelerated by hardware that supports sparse
matrix computation. Structured pruning [17], [30], on the other hand,
removes less important neurons in the network. This is usually performed
by pruning weights in groups, such as components like channels, filters,
or layers. By removing the components, the pruned network has fewer
parameters than the original network. However, pruning neurons might
remove both important and unimportant connections at the same time,
which may lead to more accuracy loss [6].

B. Magnitude-Based Weight Pruning
Magnitude-based Weight Pruning (MWP) is an efficient unstructured

pruning algorithm proposed by [8]. MWP compares the absolute val-
ues of the weights, and considers the smaller value as “carrying less
information”. Weights with smaller magnitudes would be removed, or
change into zero. MWP removes these weights in an ascending order in
the network. In this work, we globally consider the absolute values of
all trainable weights across the whole network. However, for ResNets or
networks with a single fully-connected layer, we perform MWP only on
convolution layers.

C. Retraining Techniques
After pruning a network, its accuracy may decrease due to parameter

modification. To change the weights that fits the pruned network, there
are several techniques used to retrain the networks for regaining accuracy.

1. Fine-Tuning: Fine-tuning (FT) [8] is a retraining method that sets a
small constant learning rate to retrain the pruned network. The learning
rate that FT uses is based on the learning rate schedule for training
the initial network. To train an initial network, a conventional method
is to train with a multi-step learning rate schedule. These schedules
usually start with a large learning rate α, e.g., 0.1, and use it to train the
initial network for several epochs. Then, a smaller learning rate would be
applied, usually one-tenth of the previous one, for few more epochs. At
last, the smallest learning rate is used to train the network. An example
of this kind of learning rate schedule is listed in TABLE III for training
ResNets [10]. To fine-tune ResNet, we set α = 0.001, as our constant
FT learning rate.

2. Cyclical Learning Rate: Cyclical Learning Rate (CLR) [25], [26] is
a learning rate schedule that converges networks rapidly. CLR’s schedule
can be divided into two parts: rising and falling. The rising part starts with
a small learning rate and increases to a prespecified learning rate in few
epochs. This process is also known as warm up. The falling part starts
from the prespecified learning rate, and decreases with a cosine function
through several epochs. The rising and falling parts can be performed
alternately for many cycles. However, [15] uses 1-cycle CLR to retrain
pruned networks. [15] observed that 1-cycle CLR converges the network
faster and gets a better accuracy than FT.

D. One-Shot Pruning and Iterative Pruning
A standard network pruning process starts with a well-trained original

neural network. Next, it applies a pruning algorithm, e.g., MWP, on this
network to reach a target sparsity. Finally, it retrains the pruned network
with a retraining technique for several epochs to regain the accuracy loss.

For one-shot pruning [8], [17], network pruning and retraining are both
conducted once. That is, pruning the network to the required sparsity in
one move, then retrain the model only once. The advantage of one-
shot pruning is time saving. However, when we aim for a high network
sparsity, the accuracy is usually unrecoverable due to the massive changes
of network parameters. The sparsity that the one-shot pruning is able to
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Fig. 1: One-shot and iterative pruning results of ResNet-56 on CIFAR-10
using MWP [8] and retrained by FT/CLR for 20 epochs, respectively.
The retraining is applied after each iteration in the iterative pruning.

remain acceptable accuracy depends on the network structure, pruning
algorithm, and retraining techniques. For instance, a pruned network
can reach a higher sparsity with one-shot pruning when it is retrained
with CLR rather than with FT. However, even with a decent pruning
or retraining technique, one-shot pruning would fail and cause serious
accuracy loss when targeting at a certain high level of sparsity.

Iterative pruning [8], [17] repeats the process of pruning and retraining
for multiple times until the network reaches the target sparsity. By
removing a smaller percentage of weights one time, it is easier to retrain
the pruned network and regain accuracy. With the iterative pruning, it
is much easier to remain network accuracy at a high sparsity, but the
process is very time-consuming.

III. THE PROPOSED APPROACH

The idea of iterative pruning is to prune a portion of parameters, retrain
the pruned network to regain accuracy such that it is able to withstand
accuracy loss in the next iteration. [4] prunes 20% of weights in the
network per iteration until reaching a required sparsity, and this method
was also adopted in several studies [15], [19], [23]. However, we found
that this process can be accelerated by digging into the potential of the
1-cycle CLR [15], [26].

A. High Pruning Ratio for the First Iteration
When pruning at a low sparsity, the accuracies after retraining are

similar for both one-shot and iterative pruning, e.g., for ResNet-56 [10]
on CIFAR-10 [13] as shown in Fig 1. The accuracy is almost the same for
one-shot and iterative pruning under 40% sparsity. If we aim for a 40%
sparsity network, using one-shot pruning costs only half time of iterative
pruning while having a good outcome. This phenomenon inspires us to
use a larger prune ratio at the first iteration of iterative pruning.

To verify if using a larger pruning ratio for the first iteration is possible,
we set our target sparsity as 80%, where the work [4] would take 4
iterations of pruning and retraining. We increase the prune ratio to 40%
in the first iteration, and the result is shown in TABLE I. Pruning 40%
weights in the first move has a similar network accuracy compared to
pruning 20% weights evenly in all iterations, but only requires 75%
training epochs.

According to Fig 1, we can also notice one-shot pruning with CLR
outperforms both methods that retrains with FT, and the ability of CLR to
recover the accuracy at high network sparsity is remarkable. By applying
more retraining efforts for high sparsity network pruning, we can further
elevate the prune ratio at the first iteration and still able to remain
comparable performance. As shown in TABLE I, if we apply 10 more
epochs for retraining at each iteration, we can set a 60% pruning ratio
in the first iteration and requires 75% training epochs.

Previous experimental results lead to our method: For a given target
network sparsity n%, we set our first iteration pruning ratio m%. We
finish the network pruning process in the next iteration, where we prune
the retrained network once more to reach n% sparsity. Thus, we can
complete iterative pruning in 2 iterations.

We set the value of m as a smaller number than n, where 5 ≤ n –
m ≤ 10. We do not want n – m, or the pruning ratio increased for the
second iteration pruning to be too large; otherwise, it might lead to an
unrecoverable accuracy drop when pruning to a high target sparsity. In
our experiment, we set the value of m as the largest multiples of ten or
five that satisfies the mentioned formula.

B. Take an Extra Step Back to a Resilient Point
Over-parameterized neural networks are often easier to retrain than

networks with fewer parameters [21] after pruning. These large networks
also have more tolerance when pruning a large portion of weights in
the first iteration. When aiming for a high sparsity with our method,
the pruning ratio m% in the first iteration can be set as 80% for
large networks like VGG-nets [24]. However, networks with much fewer
parameters like ResNet-56 on CIFAR-10, as shown in Fig 1, 80% sparsity
is about the limit for CLR to recover the accuracy. By using more
retraining time, we can regain accuracy to the original one at 80%
sparsity, but not able to push the accuracy even higher to endure further
network pruning.

When handling these small models, we provide one extra step back: If
the first pruning ratio m% cannot get a decent accuracy after retraining
with CLR, we set a pruning ratio k%, which replaces m% as the first
iteration pruning ratio. The k% stands for a resilient point, where it
becomes much more difficult to regain network accuracy if we set a
sparsity number larger than k to perform the first pruning move.

Our method then becomes a 3-iteration network pruning: pruning to
k% sparsity, or the resilient point first, m% sparsity afterwards, and
finally to the target sparsity n%. For larger models, the value of k is
usually the same as m, which is still considered as a 2-iteration network
pruning.

From the experimental results of [4], setting the pruning ratio per
iteration smaller preserves the accuracy better. However, if the pruning
ratio chosen is too small, the whole iterative pruning process then
becomes extremely time consuming. Thus, we search the k value by
subtracting 10 from m repeatedly to lower our search time. In our
experiment, we can usually find the resilient point in the first search,
and we at most searched two times for the ResNet-110 on CIFAR-10
case.

Similar concepts have also been mentioned in [17] when pruning
filters across different layers. [17] shows that layers that are insensitive
to network pruning can be pruned by one-shot and still able to regain
accuracy easily. However, sensitive layers should be pruned iteratively;
otherwise the accuracy drop would be unrecoverable. Applying this
concept to our situation, a network remains resilient to network pruning
before it reaches the resilient point, or k% sparsity, where we are able
to retrain smoothly; but pruning more weights will cause the accuracy
drop visibly. Hence, we need to take smaller pruning steps afterwards,
like pruning with a small portion to m% and n%.

As shown in the row 2 of TABLE II, we set m = 80%, n = 90%, but
not able to recover the accuracy drop completely since pruning 80% in
the first move is too much for CLR to retrain well. We set k = 70%,
however, and perform a 3-iteration network pruning: 70%, 80%, and
90%, we are able to reduce 25% of retraining time and get a comparable
result to [4].

IV. EXPERIMENTAL RESULTS

All experiments were conducted on Windows 10, with Intel i5-13600
CPU, Nvidia RTX4090 GPU, and 64GB RAM. We use the following
networks in our experiments: ResNet-56 [10], ResNet-110 [10] , VGG-16
[24], and R(2+1)D-18 [28]. The training configurations of these networks
are listed in TABLE III. All experiments are run for three times, and the
accuracy is reported as “mean±std”.

A. ResNets on CIFAR-10
For ResNets [10], we choose ResNet-56 and ResNet-110, and use

CIFAR-10 as our dataset. We used the train code of [12], and adopted
the hyperparameters from [15] to train our initial network. We use global
MWP [8] to prune all convolution layers, and the small fully-connected
layer at the end of the network remains unpruned [19]. We set our target
sparsity as 90%, which is difficult for CLR to recover the accuracy with
one-shot pruning, that means iterative pruning is the only option here.

To retrain the network, we use the 1-cycle CLR [15], [26]. We take
3 warmup epochs to reach the largest learning rate used in the original
training schedule. For the rest of the retraining epochs, we use cosine
function to decrease the learning rate.

As the results shown in TABLE IV, we provide the 3-iteration pruning
for both ResNet-56 and ResNet-110 due to their small network sizes,
which made both networks very sensitive at a high sparsity. For ResNet-
56, we set our resilient point at 70% sparsity; for ResNet-110, we set
60% sparsity as a better resilient point.

Our results for ResNet-56 is comparable to [4]; but the results of
ResNet-110 is better than [4]. Since networks with fewer parameters are
harder to retrain, the reduction of time is only 25% as compared to [4].
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TABLE I: Results of iterative pruning for ResNet-56 on CIFAR-10 with different prune rates for the first iteration.

Network Acc Ori.(%) Pruning Schedule(%) Accuracy(%) Epochs/Iter Total Epochs Epochs↓(%)
20, 40, 60, 80 93.46 ± 0.13 20 80 0

ResNet-56 93.22 40, 60, 80 93.47 ± 0.15 20 60 25
60, 80 93.68 ± 0.17 30 60 25

TABLE II: Results of iterative pruning for ResNet-56 on CIFAR-10 when aiming for 90% sparsity.

Network Acc Ori.(%) Pruning Schedule(%) Accuracy(%) Epochs/Iter Total Epochs Epochs↓(%)
20, 40, 60, 80, 90 93.31 ± 0.09 40 200 0

ResNet-56 93.22 80, 90 93.21 ± 0.03 80 160 20
70, 80, 90 93.30 ± 0.18 50 150 25

TABLE III: Training configurations for the unpruned networks in the experiments.

Dataset Network |Param| Optimizer Learning Rate (t = training epoch)

Nesterov SGD

α =


0.1 t ∈ [0, 80)
0.01 t ∈ [80, 120)
0.001 t ∈ [120, 160]

CIFAR-10 ResNet-56 0.85M β = 0.9
Batch size: 64

CIFAR-100 ResNet-110 1.72M Weight decay: 0.0001
Epochs: 160

Nesterov SGD

α =

0.05 · 1
2

⌊ t
30

⌋ t ∈ [0, 300]

β = 0.9
CIFAR-10 VGG-16 15.2M Batch size: 128

Weight decay: 0.0005
Epochs: 300

Adam

α =

 0.001
2

· (1 + cos( t mod 10
9

)π) t ∈ [0, 50]
β1 = 0.9

EgoGesture R(2+1)D-18 31.3M β2 = 0.999
Batch size: 16

Epochs: 50

TABLE IV: Results of iterative pruning with [4] comparing to our method when setting a high sparsity for ResNet-56, ResNet-110, VGG-16 on
CIFAR-10. We prune all the networks with MWP [8] globally, and retrained with CLR after each pruning iteration.

Network Acc Ori.(%) Param↓(%) Method Accuracy(%) Epochs/Iter Total Epochs CPU(s) Time↓(%)

ResNet-56 93.22 90
[4] 93.31 ± 0.09 40 200 4046 0

Ours 93.30 ± 0.18 50 150 3030 25.11

ResNet-110 93.50 90
[4] 93.57 ± 0.24 40 200 5561 0

Ours 93.66 ± 0.08 50 150 4155 25.28

VGG-16 92.50 96
[4] 92.56 ± 0.12 40 200 3036 0

Ours 92.58 ± 0.20 40 80 1240 59.16

B. VGG-16 on CIFAR-10
For VGG-16 [24], we also set CIFAR-10 as the dataset, and adopt the

training configurations from [5] to train our initial network. We set the
initial learning rate as 0.05, and we divide it by 2 for every 30 epochs.
The training process lasts for 300 epochs.

Since VGG-16 has 3 large fully-connected layers, we apply global
MWP [8] to prune all layers. We set the target sparsity as 96% due to
its high tolerance to network pruning. 96% sparsity is also a target that
(one-shot MWP + CLR) cannot recover the network’s accuracy.

For retraining, we modified our initial learning rate to 0.01. It has a
better retraining performance compared to the initial learning rate 0.05
that we used in the initial network training schedule. 3 warmup epochs
and the cosine decay function for the rest of the retraining is the same
experimental settings as for ResNets.

As shown in TABLE IV, we provide the 2-iteration pruning for VGG-
16. We set our resilient point at 90%, and move on to 96% for the
next iteration. Compared to [4], which spends 5 iterations to reach 96%
sparsity, we only need 2 iterations and save 59% CPU time with a slightly
better accuracy.

C. ResNets on CIFAR-100
We conduct our experiments for ResNets on CIFAR-100[13], to

showcase a situation that is hard to preserve the network accuracy. We
use the same experimental settings as for ResNets on CIFAR-10.

As shown in TABLE V, we cannot achieve accuracy no drop with
either methods when aiming for a 90% network sparsity. However, the
results are very similar to the experiments for ResNets shown in TABLE

IV. We also get a comparable accuracy for ResNet-56, and a slightly
better accuracy for ResNet-110 when compared to [4], with about 75%
runtime.

D. R(2+1)D-18 on EgoGesture
We selected R(2+1)D-18 [28] for our experiment. We would like to

show the performance of the network pruning and retraining techniques
when applying on a very different dataset and network structure.

We adopted the pre-trained parameters of R(2+1)D-18 from [22] and
continued to train with our learning rate schedule and the selected
datasets. We select EgoGesture [1], [31] as our dataset. EgoGesture
contains 83 kinds of static or dynamic hand gesture video clips. We also
picked 10 classes of gestures to form an “EgoGesture-10cls” dataset, in
order to simulate a 10-classification dataset like CIFAR-10. To be more
specific, we picked hand gestures that are labeled as number 1, 2, 3, 4,
5, 6, 12, 13, 14, and 15, which are all dynamic hand gestures.

We set CosineAnnealingWarmRestarts [20] as our learning rate sched-
uler, where it decreases the learning rate from 0.01 to 0 in 10 epochs,
and restarts at the initial learning rate again. We use 50 epochs to train
the network on the both EgoGesture-10cls and full EgoGesture dataset.

Similar to ResNets, we also exclude R(2+1)D-18’s fully-connected
layer when performing global MWP [8]. When retraining, we do not
apply any warmups since it has a rather small initial learning rate.

The experimental results for R(2+1)D-18 on EgoGesture-10cls dataset
are shown in TABLE VI. We set our resilient point at 80% and perform
2-iteration pruning. We are managed to use almost 40% time to achieve
accuracy no drop while [4] failed to do so.
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TABLE V: We apply the same experimental settings in TABLE IV for ResNet-56 and ResNet-110 on CIFAR-100.

Network Acc Ori.(%) Param↓(%) Method Accuracy(%) Epochs/Iter Total Epochs Epochs↓(%)

ResNet-56 69.66 90
[4] 66.65 ± 0.08 40 200 0

Ours 66.64 ± 0.16 50 150 25

ResNet-110 71.49 90
[4] 68.73 ± 0.31 40 200 0

Ours 68.79 ± 0.12 50 150 25

TABLE VI: Results of iterative pruning with [4] comparing to our method when setting 90% sparsity for R(2+1)D-18 on EgoGesture-10cls and full
EgoGesture (83cls) dataset.

Dataset Acc Ori.(%) Param↓(%) Method Accuracy(%) Epochs/Iter Total Epochs CPU(s) Time↓(%)

EgoGesture-10cls 96.85 90
[4] 96.68 ± 0.72 20 100 4518 0

Ours 96.85 ± 0.33 20 40 1809 59.96

EgoGesture-83cls 91.76 90
[4] 89.41 ± 0.45 20 100 50202 0

Ours 89.49 ± 0.45 30 60 30753 38.74

The experimental results for R(2+1)D-18 on EgoGesture full dataset
are also shown in TABLE VI. We observed the same phenomenon as
shown in the CIFAR-100 experiment - accuracy is hard to preserve for
datasets that contain more classes. By adding 10 extra retraining epochs
for each iteration, we get a slightly better result than [4] with almost
61% runtime.

V. CONCLUSION

In this work, we propose an efficient approach to network pruning with
comparable network accuracy. We use a large network pruning portion
in the first pruning iteration to lower the runtime of iterative pruning
process. Furthermore, our results on accuracy are able to match the state-
of-the-art iterative pruning method on various network structures and
datasets with less runtime.
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